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Abstract 

In this paper, a control aspect of the non- 
acyclic FMS scheduling problem is considered. 
Based on a dynamic neural network model de- 
rived herein, an adaptive, continuous time neu- 
ral network controller is constructed. The actual 
dispatching times are determined from the con- 
tinuous control input discretization. The con- 
troller is capable of driving system production 
to the required demand and guaranteeing sys- 
tem stability and boundedness of all signals in 
the closed loop system. Modeling errors and dis- 
cretization effects are taken into account thus 
rendering the controller robust. A case study 
demonstrates the efficiency of the proposed tech- 
nique. 

I Introduction 

Production control of manufacturing systems 
involves decisions such as part release, routing, 
machine scheduling, set up times etc. with the 
objective of producing customers’ demands in a 
timely and economic fashion [l]-[4]. Control the- 
ory has only recently been applied to discrete 
production scheduling. Gershwin [7] views schedul- 
ing as a dynamic activity. Defining release and 
dispatching times, setup times and maintenance 
as control input, and levels of inventory and ma- 
chines status as system states, the scheduling 
problem is then to drive the state vector to some 
desired value (production requirement) or follow 
some distributed over time trajectory (varying 
demand). 

In this work, we are interested in taking ad- 
vantage of adaptive control [9]-[ll] based on dy- 
namic neural networks (DNN) [8], and apply such 
techniques for the job-shop scheduling of manu- 
facturing systems consisting of flexible machines 
and producing a multiple of part types. Each 

machine is subdivided to a number of subma- 
chines equal to the number of parts it processes, 
fed by one or more buffers and outputting prod- 
ucts to a single buffer, thus allowing for assembly 
processes. The processing times are assumed de- 
terministic. 

An alternative control input definition, based 
on the machine working rate (operating frequency) 
is employed, leading to a continuous control sig- 
nal and the introduction of non-linearities as well. 
The model derivation of the manufacturing sys- 
tem is realized through the use of dynamic neural 
networks (DNN) [14], known of their approxi- 
mation capabilities [12] on identifying complex 
non-linear, MIMO, continuous time non-linear 
dynamical systems. The model obtained is lin- 
ear with respect to its parameters, which depend 
on machine interconnection, operations time and 
product routings. 

Using Lyapunov stability theory [13] we con- 
struct a neural network controller for each sub- 
machine, outputting operating frequencies. The 
continuous-time signal obtained is translated to a 
dispatching times series through a sampling pro- 
cedure. The controllers of all submachines be- 
longing to the same machine may con&t due 
to commands that exceed machine capacity. In 
this case, the decision for the actual part to be 
processed by the flexible machine is taken US- 

ing some criterion based on the several route 
work-in-process. Errors due to discretization of 
the continuous control input and the introduc- 
tion of the work-in-process based criterion are 
addressed. We show that the regulation error 
can be arbitrarily small, depending on design 
constants, and thus the production objective is 
reached. 

In our approach, individual decisions are not 
considered myopically [5],[6], since at any time- 
instant work-in-process along each production route 
and the control error of the route finished prod- 
ucts buffer, are taken into account. The adap- 



tivity properties, inherent in the proposed sched- 
uler, allow for a fast reaction to a potential change 
in the finished product demand. The control pro- 
cedure is redirected immediately to achieve the 
updated control objective. 

II The manufacturing cell 
dynamic model 

We consider manufacturing systems consisting 
of M machines and producing a multiple of P 

part types. Each part type requires a number of 
operations to be performed in a given sequence, 
defined by its route. Multiple routing is possible 
and parts may visit some machines several times. 

Each machine m is assumed to consist of a 
number of submachines equal to the number of 
different part types it is able to process. Each 
submachine actually represents an operating mode 
of machine m. Only one submachine is allowed 
to be working at a time, processing parts of a sin- 
gle type. Machine operation times are supposed 
to be constant, where different operation times 
for every submachine are allowed. Set up times 
are assumed to be insignificant. Assembly pro- 
cedures are allowed for submachines possessing 
more than one input buffers. 

For a continuous time control signal to be ob- 
tained, the “equivalent frequency” defined as the 
inverse of the time between two successive machine- 
starts, is employed [14]. Using this definition, 
frequencies range between zero and u,,,, which 
equals to the reciprocal of machine operation time 
and corresponds to a maximum working rate. 

Next, recall from [14] the non-linear high order 
DNN [12] dynamic model describing the evolu- 
tion of the level IC; of buffer i 

ki = WiiTSoi(%i, Ui)Ui + WtiTSri(Ui) + Ei(jTi, ni, ui) 
(2.1) 

where Z; is the vector containing the levels of 
all directly connected preceding buffers, %i; is the 
vector containing the frequencies of all subma- 
chines collecting products from IC;, u; is the fre- 
quency of the submachine feeding buffer i and 
I is a modelling error term. We assume that 
the modelling error term is bounded, that is 

III The control law 

III.1 The ideal case 

Let us consider the ideal case in which &;(.) = o 
and derive a basic control law. After adding and 
subtracting the terms WzSoi(Xi, ui)ui and W~Sli(Ui), 

(3.1) b ecomes 

ki = -lV$SOi(jfi, Ui)Ui - WzSli(Ui)+ 

+ W&9&;, U&i + W&s1;(ti;)(3.1) 

where Wai 2 Woi - W&, Wr; 6 WI; - W; 
and Wbi, WI; are weight estimates of the un- 

known weight values W&, WTi respectively. Let 
by x;, denote the target value for each buffer and 
define the control error eci as 

a 
eci = 2; - xit 

To derive stable control and update laws take 
the following Lyapunov function candidate 

L = i 5 ezi + a 5 WsWoi + f 5 WzWli (3.2) 

i=l i=l i=l 

Differentiating (3.2) along the solution of (2.1) 
and choosing 

5 ~~I@~~ = 5 eciti~S~~(~~, u;)ui(3.3) 
i=l i=l 

5 ;r/zWli = 5 e,; lV~Sl;(U;) (3.4) 
i=l i=l 

then c becomes 

.i = 5 e,i [W$Sei(xi, Ui)Ui + W$S1i(Ui)] (3.5) 
i=l 

From (3.3), (3.4) we obtain 

WO; = e,, Soi(Z, ui)w 

til; = e,, &i(G) 

(3.6) 

P-7) 

Consider the continuous time control law 

Ui = -qiSgll (WzSai(Zi, Ui)) sgn(e,,) (3.8) 

qi = 1 [IW~IISli(Ui)l + deil] 

wi 

(3.9) 

llG(.)ll I G 



. 
(3.10) 

1 

-1 ifei<O 
sgn(eci) = 0 ifei=O (3.11) 

1 otherwise 

with y a strictly positive constant and w; as 
defined in (3.13). Then (3.5) becomes 

(3.12) 
i=l 

However, in order for (3.9) to be valid the fol- 
lowing must hold 

W; 5 IW$Slji(jti,Ui)l 4 W+ (3.13) 

By the definition of S&(2;, u;) it can be bounded 
from bellow by a positive constant. Furthermore, 
since the actual weight values W,*; are positive, 
a projection modification is employed to guaran- 
tee that the weight estimates Wo; remain posi- 
tive also V-t 2 0. After these changes are made, 
condition (3.13) is guaranteed. 

Thus the update law (3.6) is modified to 

. 1 
DI if Woi E Woi or 

WOi = 
WON E dWoi and Cr 2 0 

DI+& if W0i E dWoi 
and Cr< 0 

(3.14) 

where YVoi is a set that guarantees the positive- 
ness of the entries of Woi and dWoi is its bound- 

XY, D1 = eciSoi(ili, ui)ui, D2 = DTWoi (*)2 WOi 

and Cr = eiSz(Xi, ui)uiWoi. Using standard adap- 
tive control arguments based on the boundedness 
and positiveness of the Lyapunov function and 
its derivative respectively, we find that : 

l e,,, W0;, Wli,⌧;,eci E L 

0 lim,,, eFi (t) = 0, limt,, We;(t) = 0 
0 limt,, WI;(t) = 0 

III.2 The modeling error case 

Here we investigate the more general case in which 
modeling errors are incorporated. Hence now 
(3.8) b ecomes: 

.i = 5 eci [WzSOi(rti, Ui)Lli + WzSli(ui) + Ei(jti, iii, Ui)] 

i=l 

(3.15) 

If we choqse (3.7), (3.8)-(3.11) and.(3.14), by 
reinforcing ,L we finally obtain that L 5 0 pro- 
vided that 

lecil > : (3.16) 

Inequality (3.16) implies that the control error 
e,, possesses a uniform ultimate boundedness prop- 
erty with respect to the arbitrary small set 

fcci = 
{ 
e,(t) : le,; 1 5 7, y > 0 

1 

Again a projection modification can be used to 
satisfy that Wli’s are confined into a set Wr; = 
{WI; : IlWl;ll < WI;}. Hence, (3.6) is modified to 

. 1 
Dl if Wli E Wli 

WI; = 
or Wli E dWli and Cr 2 0 

DI + D2 if WIT E WIT 
and Cr < 0 

(3.17) 

where& = e;Sr;(Ei;),Dz = B~Wl;(~)2W~i 

and Cr = eiSz(u)Wl;. 

The result above practically states that if we 
start from inside the set Ecci then e,; is uniformly 
bounded by ?. Otherwise, there exist a finite 
time in which e,, reaches the boundary of E,; 
and remains there in for all time thereafter. It 
is obvious that the performance of the continu- 
ous time control law is controlled by E; and y. 
The tist term E; is strongly related to the con- 
tinuous time model developed in section II, while 
the second one, y is a design constant which can 
be chosen arbitrary. 

IV Real-time scheduling 

IV.1 Actual dispatching decisions 

The control input signal obtained by the control 
law is a continuous frequency signal. Therefore, 
some dispatching policy has to be employed to 
determine the actual parts dispatching times as 
follows : The controller output is sampled at a 
certain time instant, and the control input fre- 
quency is transformed to a time interval by tak- 
ing its reciprocal. At the same time instant a 
new command is sent to the specific submachine. 
The controller equations (3.8)-(3.11) are allowed 
to evolve in time, while the submachine state is 



left untouched until the precalculated time in- 
terval is completed. Afterwards, a new sample 
of the control input is taken and the process is 
repeated. The proposed policy is demonstrated 
in figure 1. 

For the case of FMS systems containing mul- 
tiproduct machines, in order to determine which 
buffer is to be served, we propose the use of 
some criterion representing a measure of the pri- 
ority to be given. The criterion is calculated on 
each route and based on the semifinished prod- 
uct availability (work-in-process, WIP) as well as 
the control error of the route output bufFer. Ac- 
cording to the proposed policy, the route to be 
served is the one with the largest criterion value. 

t 
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T 
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Figure 1: Continuous control input discretization 

The proposed criterion value for submachine s 
is given by 

J, = 

Xof(xo) + MXl) + X2&2) +. . . + hY&F 

PO + PI + P2 + . . + PN 

(4.1) 

where x0 is submachine s preceding buffer level, 
whilezj,j = l... N are the following buffer lev- 

els on the same route and X’s are weighting fac- 
tors. The dependence of rj, Xj and N on .s has 
been omitted for the sake of simplicity. 

Setting 

,&J = pl = . . . = j&J = &> f(w) = g(w) = w 

taking Xi’s, i = 0, 1,2,. . . , N - 1 to stand for 
WIP cost per stored part in the corresponding 
bufE’er and AN = 0, giving priority to route pos- 
sessing the largest value of J, reduces the WIP 
cost of the most burdened route. 

An alternative formulation, including non-linear 
functions f( .) and g(.) approximates better real 

situations. In this case we take f(.) to be a pos- 
itive, monotonically increasing non-linear func- 
tion, with f(0) M 0 and f(c) M 1, where c stands 
for the buffer capacity. Similarly, g(.) is a mir- 
rored version off(.), with g(0) M 1 and g(c) M 0. 
Both functions f(.) and g(.) can be closely ap- 
proximated by shifted sigmoids. 

By this formulation, criterion J, gives a mea- 
sure of the current route necessity for priority to 
be given. The weights X; can all be selected to 
be equal to the unity, thus allowing all WIP to 
be equally taken into account. A series of de- 
creasing weights, leads to a criterion with a local 
scope, taking into account the buffers in a small 
neighborhood near the current machine. 

IV.2 Discretization effects 

From the discretization procedure, an addi- 
tional error is introduced in the control input 
signal. More precisely, the continuous time con- 
troller developed in section III, contains the ac- 
tual scheduling as follows 

?.Li = I&& + w@;,E;,u;) (4.2) 

where U; is the continuous time control law, udk 
is the actual scheduling and w;( .) is the difference 
between the above mentioned signals. 

Obviously w; (.) is bounded. Since the actual 
control law implemented is ZQ, we substitute U; 
in (3.5) by udi. Hence, C becomes 

.L = 5 ec; [W~SOi(&, Ui)Udi + WzSli(Ui) + Ei(%, iii, Llj 
i=l 

(4.3) 
Employing (4.3), choosing.(3.8)-(3.11), (3.14) 

and (3.17), and reinforcing L, we finally obtain 
that c 2 0 provided that 

I4 > 
w$&4(z;, c, %)I t G 

(4.4) 7 
Again (4.4) implies that the control error e,; pos- 
sesses a uniform ultimate boundedness property 
with respect to the arbitrary small set 

Eci = 
{ 

et,(t) : 1% 1 5 
W&lWi(ztij Ui, Ui) 1 + fi 

, Y>O 
Y I 

(4.5) 
The term 

W$Iwi(fi, iii, &)I + fi 

7 



serves as a performance index which can be im- 
proved mostly by allowing the design constant 
y to admit larger values. Moreover, better ap- 
proximation of the continuous control law by the 
actual scheduling will lead to smaller values of 
w;(Q, pi;, ui) which in turn will improve further 
the overall performance. 

V Simulation results 

In this section the design methodology devel- 
oped herein, is illustrated through simulations 
performed on a realistic example which consists 
of five machines m;, i = 1,2, . . . ,5 and produces 
five different part types. Due to one assembly 
process, six routes are defined, given in the fol- 
lowing table. Of them, routes 2, 3, 4, and 5 lead 
to finished products. Routes 1 and 6 lead to part 
types which are assembled into a new product. 
The assembly operation is performed on machine 
5. The table elements show the order in which 
every product visits the machines. 

All buffers are assumed to be initially empty, 
with the exception of the raw material buffers, 
which are for simplicity assumed to have a suffi- 
cient number of resources. A production demand 
of 20 parts of all 5 part types, has to be achieved. 
A total of 21 submachines and an equal number 
of controllers is required. The operation times 
for all submachines of the same main machine are 
assumed here for simplicity to be equal. The ma- 
chine operation times are taken equal to 5,6,5,4 
and 3 time units respectively. 

As indicated in section 111.2, due to the flex- 
ibility of system machines, the submachine that 
will recieve a dispatching command in case of a 
conflict, will be selected with respect to the cri- 
terion defined in (4.1). In this case study we use 
the sigmoidal definition of f(.) and g( .), while 
all X; weighting factors have been taken equal to 

unity. Hence, all buffers along a route are equally 
taken into account. 

It can be easily verified that machine 2 is the 
bottleneck of the system, due to the largest work 
it has to produce. More precisely, the time re- 
quired by each admissible part type is equal to 12 
for route 1, (where a multiple visit exists), and 6 
for the others. For a total of 20 parts to be pro- 
duced, a total work of (12$5x 6) x 20 = 840 time 
units is required. This represents a lower bound 
of the time required for the whole job to be com- 
pleted, and serves well for comparison purposes. 

In figure 2 we present the evolution of some 
output buffers as a function of time. The total 
time required to complete the task is 900 time 
units, representing a very efficient schedule with 
respect to the lower bound calculated. The uti- 
lization rate of the bottleneck machine is approx- 
imately 93Yo. Moreover, the intermediate buffer 
level, did not exceed two parts in any case. As a 
consequence, the required buffer capacity for the 
schedule obtained is extremely low, compared to 
the usual circumstances. 
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Figure 2: Output buffers evolution 

VI Conclusions 

In this work, the manufacturing cell schedul- 



ing problem is considered to be a control regu- 
lation problem, where system states, (buffer lev- 
els), have to be driven to some predefined values, 
(production requirements), by means of control 
input commands. A non-linear neural network 
controller for on-line scheduling of small man- 
ufacturing cell processes is developed. Stable 
adaptive laws are derived, guaranteeing conver- 
gence of the control error to an arbitrarily small 
ball, as well as stability and boundedness prop- 
erties. 

The results shown in the simulations section 
show that the proposed model displays a satis- 
factory performance. No matter the presence of 
modeling errors (model inaccuracy, control input 
truncation), the system is capable of completing 
its task, due to the robustness properties. Fur- 
thermore, the control procedure is on-line redi- 
rected by the time the production demand is al- 
tered and the control policy proposed is in gen- 
eral non-myopical but rather distributed, thus 
allowing for decisions based on the whole plant 
state vector. 
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