
I 
y; i_ $ 

A New Phase Model for Sinusoidal Coding of Speech Signals 

Sassan Ahmadi and Andreas S. Spanias 

Department of Electrical Engineering 
Telecommunications Research Center 

Arizona State University 
Tempe, AZ 85287-7206 USA 

Abstract 

A new phase modeling algorithm for sinusoidal analy- 
sis/synthesis of speech is presented. Short-time sinu- 
soidal phases are approximated using a combination of 
linear prediction, spectral sampling, delay compensa- 
tion, and phase correction techniques. The algorithm 
is different than phase compensation methods proposed 
for source-system LPC in that it has been optimized for 
sinusoidal representation of speech. Performance analy- 
sis on a large speech database indicates considerable im- 
provement in temporal and spectral signal matching as 
well as improved subjective quality of the reconstructed 
speech. The extra parameters used for representation 
of the sine wave phases require a small number of bits. 
The method can be applied to enhance phase matching 
in low-bit rate sinusoidal coders, where underlying sine 
wave amplitudes are extracted from an all-pole model. 

1 Introduction 

The sinusoidal model represents speech by a linear com- 
bination of underlying sinusoids with time-varying am- 
plitudes, phases, and frequencies [7],[8],[9]. Although 
successful techniques have been developed for the quan- 
tization of the sinusoidal amplitudes and frequencies, 
there is still a demand for more improvements in the 
performance of the sinusoidal phase models. The basic 
motivation for an efficient phase model lies in the fact 
that coarse quantization of sine wave phases usually re- 
sults in a performance degradation. In fact, improper 
modeling and quantization of the sinusoidal phases may 
lead to strong reverberance in reconstructed speech. 

A number of approaches to sine wave phase estima- 
tion have been proposed by Almeida et al. [1],[6] and 
McAulay and Quatieri [7],[8]. The approach taken by 
Almeida et al. exploits the correlation between har- 
monic phases of consecutive voiced segments. McAulay 
and Quatieri used a mixed-voicing sinusoidal represen- 
tation where phases for the voiced portion were ex- 
tracted from a spectral envelope under a minimum phase 
assumption, while phases for the unvoiced portion were 
randomized. In their recent work, the spectral envelope 
was parameterized in terms of all-pole polynomial co- 
efficients [8]. 
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Figure 1: General block diagram of the proposed 
method. 

In this paper, the use of an LPC analysis along with 
all-pass phase correction and delay compensation for si- 
multaneous representation of the sinusoidal amplitude 
and phase parameters is proposed. The motivation for 
phase correction stems from the well-known fact that 
the LPC analysis does not usually provide correct phase 
information. The inclusion of the all-pass phase cor- 
rection scheme in the proposed sinusoidal phase model 
was inspired by improvements in source-system LPC 
reported by Hedelin [3],[4], Trancoso et al. [lo], and 
Honda [5]. It must be noted that the proposed algo- 
rithm is different than phase-compensated LPC-based 
methods in that: a) spectral sampling and delay com- 
pensation are also integrated into the phase correc- 
tion process, b) the proposed method is applied to si- 
nusoidal analysis/synthesis which is distinctly differ- 
ent than source-system LPC. In addition, the proposed 
method can be viewed as an alternative sinusoidal phase 
model relative to [8] in the sense that it captures not 
only the vocal tract phase effects but also glottal effects 
through the use of an all-pass phase compensation stage 
that is shown, through statistical analysis, to work well 
with a variety of speech segments (i.e., voiced, unvoiced, 
onset, and transition). 

Figure 1 shows the general block diagram of the pro- 
posed method. A low-order LPC analysis is performed 
on a windowed speech segment and the LPC coefficients 
and gain are used to form an all-pole transfer function 
(i.e., H(z) in Fig. 2), which is sampled at integer mul- 
tiples of a predetermined spectral sampling frequency. 
The spectral sampling frequency corresponds to the 
fundamental frequency during voiced speech while for 
unvoiced segments a constant frequency of 70 Hz is 
used. A delay compensation algorithm is used to com- 
pensate for the time-varying delay, jitter, and to achieve 
maximum alignment between the reference and the in- 



Figure 2: All-pass filter optimization procedure. 

put to the all-pass filter. Improvement in temporal and 
spectral matching is achieved by introducing an all-pass 
filter [2] ,141. The phase response of the all-pass filter ap- 
proximates the phase difference between the reference 
signal and the input to the all-pass filter. 

To evaluate the performance of the proposed algo- 
rithm, a comprehensive statistical analysis was per- 
formed using temporal and spectral distortion measures 
and speech data taken from the TIMIT database. The 
results of this analysis reveal small phase estimation er- 
ror at low frequencies and improved performance over 
other sinusoidal phase modeling techniques. 

A simplified version of the phase model was also de- 
veloped, where the phase parameters were reduced to 
an optimal delay, a coefficient, and an integer denot- 
ing the all-pass filter order. Experimental results show 
that considerable improvement in temporal and spec- 
tral matching can still be achieved using the simplified 
algorithm. The simplified representation is intended for 
low-bit rate coding of sinusoidal phases. 

The rest of the paper is organized as follows. In the 
next section, a detailed description of the algorithm 
is given. In section 3, the distortion measures used to 
evaluate the performance of the proposed algorithm are 
defined and experimental results are presented. Con- 
cluding remarks are given in section 4. 

2 Description of the Algorithm 

In this algorithm, the harmonic sinusoidal model [7] is 
used to represent the speech signal. If s,(n) represents 
a windowed speech segment, then 

L 

s,(n) = c AZ cos(b,n + $4 n = 0, . . . . N-l (1) 
1=1 

where Al and $I denote the time-varying amplitudes 
and phases of the underlying sinusoids, respectively, 
w,, is the spectral sampling frequency, and L is the 
total number of spectral samples over the signal band- 
width. The spectral sampling frequency corresponds 
to the fundamental frequency during voiced speech seg- 
ments and to a constant frequency of 70 Hz for unvoiced 

segments. The input speech is first analyzed by a Han- 
ning window of length N. A Pth order LPC analysis, 
based on the autocorrelation method, is performed. In 
order to avoid sharp spectral peaks in the LPC spec- 
trum a fixed 10 Hz bandwidth expansion is applied to 
the poles of the minimum-phase all-pole transfer func- 
tion, which represents the time-varying characteristics 
of the vocal tract. This transfer function is given as 
follows: 

H(z) = 
ff 

1 + cf=‘=, akz-k 

where the gain, u, and the coefficients, {ok}r=i, are 
computed over a frame of 30 ms long, and updated ev- 
ery 15 ms. The complex-valued all-pole transfer func- 
tion, H(z), is sampled at integer multiples of w,~ as 
shown in Fig. 2. The time-domain signal correspond- 
ing to these samples does not match the original wave- 
form due to the lack of correct short-term phase com- 
ponents. Improved temporal and spectral matching are 
achieved by introducing an all-pass filter, G(z). The in- 
put to the all-pass filter, v(n), has to be preprocessed 
to ensure maximum alignment between s,(n) and v(n). 
This is done by a delay compensation algorithm which 
minimizes the following weighted squared error in the 
time-domain: 

i 

N-l i 

t(T) = c Mn> - dn)x(n - 41” 
I 

(3) 
n=O 

where s(n) denotes the inverse Fourier transform of the 
output of the spectral sampling unit, and w(n) is the 
synthesis window, usually chosen to be the same as the 
analysis window. The optimum delay is found as: 

rapt = argm$n [E(T)] (4) 

In practice, r is an integer and the interval [7,in, rmaZ] 
is searched for the value that minimizes the error in (3). 
The delay compensated signal, x(n - alit), is windowed 
and scaled by a gain, y, to obtain the closest signal to 
sW (n). The gain is given by: 

y = 22 sd4444n - ~~4 
CfIi Mn)x(n - ~~~~~~~ 

(5) 

Let us define s, = (~~(O),s,(l),...,s,(N - l))T and 
v = (w(O),w(l), . ..) w(N - l))T, the weighted squared 
error at the input of the all-pass filter can be expressed 
as follows: 

El = (s, - v)Tqs, -v) (6) 

where 9 = diag(+(O), 4(l), . . . . $(N - 1)) is an appro- 
priate N x N diagonal weighting matrix in the time- 
domain, and the superscript T denotes the transpose 
operation. Since our primary focus is to minimize the 



phase difference between s, and v, a linear all-pass fil- 
ter of order M is introduced as follows: 

G(z) = D(z-l) = 60 + cf=“=, ekZk 

D(z) 80 + c:“=, ekZpk 
(7) 

where 0 = (Bo,&, . . . . BM)T can be computed using a 
weighted least squares (WLS) method. Without loss of 
generality, we can assume that 80 = 1. Since G(z) is 
assumed to be all-pass, the phase response of G(ej”) 
ideally represents the phase difference between s, and 
v. The objective for the all-pass filter is to choose (6,) 
such that &,, = (SW(O), SW(l), . . . . &,,(N - l))T becomes 
as close as possible to s,. In that case, the weighted 
squared error 

E2 = (SUJ - Gw)T!qs, -iv) (8) 

after minimization would be less than ~1. 
A spectral weighting function is applied to shape the 

error between s, and &,,. There are some advantages 
associated with the application of a spectral weighting 
function, such as improvement of the subjective quality 
of the output (i.e., when a perceptual type of weighting 
is used), and reduction in computational complexity. 
In fact, if the spectral weighting function is chosen as 
D(z), a linear minimization problem is involved [4], in 
that case, the instantaneous error vector is obtained as: 

A=X@ (9) 

where X is an N x M + 1 matrix defined as follows: 

X = [sw(n)-v(n) ]sw(n-l)-v(n+l) ] . . . 

. . . 1 s,(n - M) - v(n + M)] (10) 

It is desirable to find the parameters 0 and M such 
that the following weighted squared error is minimized: 

pini [ < = (xo)Tqxo) ] (11) 

For convenience, the above equation is written as C = 
OTRO, where R is a symmetric and non-negative def- 
inite M + 1 x M + 1 matrix defined as: 

The parameters of the all-pass filter can be obtained 
by setting the gradient of the weighted squared error, 
C, to zero, which yields: 

0 = -k-If 

where r = (~0, 730, . . . . r~e)~. 

(14) 

The improvements brought by the introduction of 
the all-pass filter over previous implementations of the 
sinusoidal model depend on the order of the all-pass 
filter. Experiments have shown that good results are 
obtained using all-pass filters of orders 12 to 18. 

The stability of the all-pass filter is important for 
quantization purposes. On the other hand, steady-state 
sinusoidal analysis/synthesis requires that the all-pass 
filter to be stable so that the Fourier transform and con- 
sequently sampling on the unit circle can be defined. If 
no constraints are imposed, the minimization of (11) 
can lead to an unstable all-pass filter. An alternative 
approach is to directly minimize es, that would result in 
a non-linear minimization problem, where an iterative 
method may provide an approximation to the analytical 
solution. The stability can be checked within the itera- 
tion and the algorithm is terminated at the last stable 
stage [4]. The use of FIR all-pass filters might be an- 
other approach to guarantee the stability of the all-pass 
filter. Here, we opted to use the linearized model (i.e., 
using D(z) as the spectral weighting function) to reduce 
in the computational complexity of the algorithm. 

The short-time spectrum is synthesized based on the 
estimated sine wave amplitudes and phases and then 
inverse Fourier transformed, windowed, and overlap- 
added to reproduce the output speech. 

For lower rate speech coding applications, a simpli- 
fied version of the all-pass filter is introduced as follows: 

Therefore, the weighted squared error in (11) is reduced 
to: 

N-l 

CW) = c ddnh(4 + cxSw(n-hl-)-w(n)-aw(n+M)]2 

n=O 

(16) 
where 

RiXTQX= 

. . . TOM 

. . . u4 
. . . _ 

. : 
rM1 . . . TMM / 

To obtain the coefficients 6 = (f&62, . . ..QM)~. equa- 
tion (12) is rewritten as: 

R= (13) 

The order of the all-pass filter is calculated as: 

Mopt = arg m$ [C(M)] W3) 

In practice, M is found through a search process in 
the interval [l, Mm,,]. The order and single coefficient 
of the simplified all-pass filter can be encoded using a 
scalar quantization scheme. Preliminary results with 
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this scheme are reported in the next section. Appli- 
cation of the simplified model in low rate sinusoidal 
coding is part of our ongoing research. 

3 Experimental Results 

To evaluate the performance of the proposed algorithm, 
a comprehensive statistical analysis was carried out. 
Two distortion measures were defined and computed for 
50,000 speech segments taken from the TIMIT database. 
The first measure is the average improvement in signal 
to noise ratio (SNRI), which is defined as follows: 

SNRI = ;-&log (5) 
k=l 

(19) 

where Elk and c2k are the weighted squared errors be- 
fore and after all-pass filtering for the lath frame, re- 
spectively, and K denotes the total number of frames 
used in the experiment. This measure is used as an 
indication of the degree of improvement in temporal 
waveform matching. Figure 3 shows the average SNRI 
as a function of the all-pass filter order with the all- 
pole filter order as a parameter. The second measure 
reflects the improvement in harmonic spectral distor- 
tion (HSDI), which is defined as follows: 

K 

HSDI = + c lolog 
c;:, lSuJ(~~ss) - V(Zw,s)12 

kc1 cfz, p&Jss) - s(zwss)~2 

(20) 
where SW(w), V(w), and &,(w) are the Fourier trans- 

forms of the signals s,(n), w(n), and &,(n), respec- 
tively, and L,$ denotes the number of spectral samples 
in the spectrum of the kth segment. This measure is 
used as an indication of the degree of improvement in 
spectral matching at integer multiples of the spectral 
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sampling frequency. The average HSDI as a function of 
the all-pass filter order with the all-pole filter order as a 
parameter is illustrated in Fig. 4. It can be concluded, 
that elaborate design of the all-pass filter (i.e., the way 
in which the phase difference is approximated) results 
in improved reproduction of the original signal both 
in the time and frequency domains. The performance 
of the simplified model (15) has also been evaluated 
and shown in Fig. 5. It can be seen, that consider- 
able improvement in temporal and spectral matching 
is achieved using a small number of parameters to rep- 
resent the sinusoidal phases. 

The statistical distribution of the phase residuals 
(i.e., the difference between the original and estimated 
sinusoidal phases) in different frequency bands, obtained 
from the proposed algorithm, are shown in Fig. 6. The 
data was extracted based on the analysis performed 
on a large number of speech segments of different cat- 
egories (i.e., voiced, unvoiced, onset, and transition). 
It can be seen that the proposed method yields small 
phase residuals in low frequencies and the variance of 
the phase residuals gradually increases with increasing 
frequency. The significance of the statistical distribu- 
tions, shown in Fig. 6, lies in the fact, that the human 
ear is more sensitive to low frequency phase informa- 
tion. Hence, the phase approximations have to be more 
accurate in low frequencies (i.e., small phase estimation 
error in low frequencies). 

4 Conclusions 

A new sinusoidal phase model was presented. The 
method may find applications to low-bit rate sinusoidal 
coders, in which LPC envelope is used to represent the 
sine wave amplitudes. Efficient representation for sinu- 
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Figure 5: Average improvements in signal to noise ra- 
tio (SNRI) and harmonic spectral distortion (HSDI) 
obtained from the simplified model using 20 ms analy- 
sis/synthesis windows. 
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Figure 6: Statistical distribution of the phase residuals 
obtained from the proposed algorithm in different fre- 
quency bands using 30 ms analysis/synthesis windows 
and LPC analysis of order 14. The general all-pass filter 
of order 12 is used. 

soidal phases is obtained by cascading an all-pass filter 
to the all-pole filter, where the all-pass filter is used 
for phase correction. Performance analysis on a large 
database reveals considerable improvement in match- 
ing between the original and reconstructed signals both 
in the time and frequency domains. Informal listening 
tests revealed that the use of the proposed phase model 
results in improved subjective quality of the output 
speech. A simplified version of the phase model that 
is well suited for low-bit rate speech coding applica- 
tions was also presented. 
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