
   
Abstract-- In this paper, advantages of using Evenet-2000, a 
Java-Based neural network toolkit, for system identification 
and control are presented. This powerful tool, although it was 
initially designed for training if neural networks, has been 
showed highly useful in system identification and control 
problems. These problems are treated as optimization ones, 
considering the global system as a neural network to train. 
Applying learning methods (such as Descent Gradient or 
Genetic Algorithms) to these problems the authors have 
obtained the results that are presented in this paper.  
 
Index Terms-- Neural networks, software tools 
 

I. INTRODUCTION 

 
Many system identification and control problems are based 
in the optimization of some parameters. In the same way, 
the training of a neural network consists of finding the best 
values for the weights of the network. Because of this 
similarity of methods, the authors consider the application 
of neural networks training methods to control problems 
[1][5]. As in the case of the neural networks, one of the 
main difficulties in this application lies in establishing the 
gradient algorithm formulas [2][6][7].This process usually 
requires long, complicated and careful calculations. There 
are many tools for the weight optimization of neural 
networks, but the most of them offers only standard 
architectures such as the multilayer perceptron (MLP). On 
the other hand, there are other tools such as the new 

                                                             
  Department of Física Fundamental y Experimental, 

Electrónica y Sistemas. University of La Laguna. Spain. 

MATLAB neural network toolbox that allows its users 
design and train its own neural network architecture.    
 
However for this paper, the authors have preferred using 
Evenet2000, a Java-based neural network toolbox 
developed at the University of La Laguna, because this tool 
offers some features such as the possibili ty of designing the 
criterion function and its open source. This tool develops an 
approach to derive gradient algorithms for time-dependent 
neural networks, using the Signal Flow Graph theory 
[2][3]. This approach is based on a set of simple block 
diagram transformation and manipulation rules. Moreover, 
the designed structure makes it not to be limited to 
algorithms based on the gradient.  
 
The aim of this paper is presenting a suite of problems 
where the application of these optimization methods could 
be useful. The authors suggest the neural network-based 
controllers, system identification and controller 
optimizations.  
 

II. SYSTEM SIMULATION 

 
Evenet2000 allows simulating the evolution of a discrete 
system. As example, the authors have chosen an 
interconnected tanks system (Figure 1).  This plant is a 
SISO system, whose input is the water flow that goes into 
Tank 1 (q), while height in Tank 2 (h2) is the system output. 
Transfer function for this system is: 
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Fig 1. Interconnected Tanks System Scheme 
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where R

i
 is the “ resistance” to the pass of water in the tank i 

and Ci is the section of the tank i. If R1 = R2= 3 sec·cm-2, 
C1= 10 cm2 and C2 = 7 cm2 and applying bilinear 
transformation with period T=1 sec, the following discrete 
transfer function is obtained. 
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This equation can be implemented the way shown in Figure 
2, using Evenet2000 modules.  
 
With this implementation, it is possible simulating the 
behaviour of this system. For example, a step function as 
input. For this, a pattern file of 600 training pairs is taken, 
with input = 1, while the output do not care. Training 
parameters are limit of steps = 1 and learning rate = 0. 
Results obtained are showed in Figure 3. These results have 
been compared with the obtained with other programs such 
as MATLAB or Octave. 
 

III . NEURAL NETWORK-BASED CONTROLLERS 

 
In this section, Evenet-2000 is used for designing a neural-
network based controller. As example, the tank system 
analysed above is used. Once the plant has been 
implemented through Evenet2000 modules, it is saved in a 
text file that can be used in other designs. The chosen 
control scheme is a closed-loop system, whose 

implementation is the shown in Figure 4, where the control 
system is a neural network whose scheme is shown in 
Figure 5. Non-standard neural network architecture has 
been chosen to prove Evenet2000 capacity for train any 
arbitrary neural network. Moreover, this design tries to give 
some memory to the neural network, choosing tanh(x) as 
neurone activation function. 
 
Neural network input (that is the error function of the 
closed-loop e(k)), is delayed nine times creating nine new 
inputs: e(k-1),…,e(k-9). The ten inputs are connected to a 
five neurones layer that is fully connected to a totally 
interconnected three neurones layer. The output of the third 
neurone is included as input in the first layer. This output is 
weighted and translated to generate the neural network 
output, which is the command of the control system. As can 
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Fig. 2: Plant Implementation 
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Fig. 3. Simulation of the tank system with step 
function as input  
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be seen, establishing the gradient algorithm formulas of this 
architecture is not immediate. So, it is important to remark 
that Evenet2000 allows its users to avoid this work.  
 
Trying to obtain better results for the training, specially for 
the offset, weights have been optimised to learn the pattern 
obtained from the global system behaviour when the control 
system is a proportional-integral controller with k = 0.93, Ti 
= 0.00134 and input r(t)=10. Training algorithms has been 
again Conjugated Gradient and Golden Search as learning 

rate optimisation algorithm. In this case training finishes 
after 12000 iterations, with random initial weight set and 
obtained error 0.1. Goodness of this learning is tested 
presenting a variable reference. These references are chosen 
trying to offer the global system values both lower and 
higher than training reference. Response of the system is 
shown in Figure 6. As can be seen, stationary output is very  
closed (less than 5%) to reference value in all cases, 
although output is higher than reference when it is lower 
than training one while when reference is higher than 
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Fig. 5. Neural Network Controller Scheme 

Table 1. Parameters of P, PI and PID controllers of a tank system obtained for several criterion functions 



training one, opposite case occurs (stationary output is 
lower than reference value).    
 

IV. SYSTEM IDENTIFICATION 

 
Evenet-2000 allows identifying a system with a neural 
network (actually, with any system with several weights to 
optimize). This problem is treated as an optimization 
problem, with 0 as desired output in the scheme shown in 
Figure 7.  This scheme is implemented through Evenet2000 
modules. 
 
Trying to obtain a better model for the system, a sum of 
sinusoidal functions with different values of frequency is 
recommended as input. For testing the goodness of the 
identification, the authors recommend implementing a 
system simulation with an input with random values. 
 
Evenet-2000 allows identifying a system with a neural 
network (actually, with any system with several weights to 
optimize). This problem is treatedas an optimization 
problem, with 0 as desired output in the scheme shown in 
Figure 7.  This scheme is implemented through Evenet2000 
modules. 
 
Trying to obtain a better model for the system, a sum of 
sinusoidal functions with different values of frequency is 
recommended as input. For testing the goodness of the 
identification, the authors recommend implementing a 
system simulation with an input with random values. 

 

V. CRITERION FUNCTION 

 
In real systems, there are usually physical limitations. For 
example, the command has a limit value. In the case of the 
tank system, for the second tank has a limited height. These 
situations are implemented in Evenet2000, defining a 
criterion function, for the variables that have these 
limitations, giving a high value of the criterion function 
when the variable is out of the defined limits. Figure 8 
shows the behavior of the tank system defining a limit =11 
for the height of the second tank, and consign = 10. 

VI. OPTIMIZATION IN CONTROL PROBLEMS 

 
As Evenet-2000 modules are designed for optimization 
problems, they can be applied to control problems. For  

Fig. 7. Scheme in System Identification Problem 
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Fig. 8. Behavior of the tank system when the 
parameters are trained with limit =11 for the 
height in the second tank  

Fig. 6. Behavior of the tank system with neural network controller (1) and original PI controller (2) 
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Figure 9: Behavior of the tank system controlled by a P, PI and PID controller whose parameters are obtained 
minimizing several criterion functions 



example, finding the parameters of a PID controller that 
minimize a criterion function such as a quadratic in error, 
absolute of error and time * absolute of error. 
 
This problem is treated as following.The  training pattern 
consists of 1000 patterns, with the desired output equal to 
the consign.  
 
As example, Figure 9 shows the behavior of the tank 
system detailed above, controlled by a P, PI and PID 
controller whose parameters are trained for minimizing 
several criterion functions J and consign = 10. The obtained 
parameters are showed in Table 1.   
 

VII. CONCLUSIONS  

 
The aim of this paper has been presenting a suite of 
problems where the application of optimization methods in 
Evenet2000 could be useful. The authors have detailed 
system simulation, neural network-based controllers, 
system identification, optimization in control problems and 
limitations in criterion functions.  
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