
   
Abstract-- This paper deals with the problem of face detection 
in color images. Unlike in face recognition, where the classes to 
be discriminated are different faces, in face detection, the two 
respective classes are the “face area” and the “non-face area”. 
A novel approach to face detection is presented, based on fuzzy 
logic rules especially defined for skin area detection within the 
image frame. A Probabilistic Neural Network (PNN) was 
trained for the identification of the facial areas, which were 
extracted using the fuzzy logic rules. 
The performance of the whole system was tested using 317 
color images with different illumination conditions containing 
human faces. The images were taken using a digital camera, 
having a resolution analysis of 1280x960 pixels. 
The proposed artificial neural network, joint with the fuzzy 
logic rules, became the basis for developing a computer-based 
face detection system, whose overall identification performance 
was measured to be 83%. However, this performance level is 
achieved for frontal-parallel faces, since the classification 
performance deteriorates when extended to different views of a 
human face. 
 
Index terms— Neural Networks, Fuzzy Logic, Image 
Processing, Skin Detection, Face Recognition  

I. INTRODUCTION 
Nowadays, intelligent extraction of information is becoming 
exceptionally important due to the fact that image and video 
databases are widespread and expansive. It is also 
commonly accepted, that human faces are one of the most 
common and very specific objects, attempted to be solved 
in video sequences and color images. 
A system capable of performing automatic detection and 
recognition of human faces represents an example of such 
an intelligent information retrieval. Some possible 
applications for automatic face detection and identification 
can be summarized on supervision and security 
applications, videoconferences, animation of facial 
expressions, as well as remote control camera applications. 
However, it must be emphasized that automatic face 
detection, like most other automatic object-detection 
methods, is a very elaborate task, due to significant sample 
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variations that cannot be analytically described with simple 
parameters. 
Many applications require the automatic detection of human 
faces in images with complex background. In the recent past 
there was a growing interest in image processing algorithms 
joint with Artificial Neural Network (ANN) technology and 
acting as valuable assistance tools, which can render 
feasible advanced solutions in the problem of face detection 
[1], [2]. The most commonly used family of neural 
networks for the problem addressed, are the feed-forward 
networks, a category which includes Multilayer Perceptrons 
(MLPs), Radial-Basis Function (RBF) networks and 
Generalized Regression Neural Networks (GRNN). 
Multilayer perceptrons (MLPs) are layered feed-forward 
networks typically trained with static backpropagation. 
These networks have found their way into countless 
applications that require static pattern classification. Their 
main advantage is that they are easy to use and that they can 
approximate any input/output map. The key disadvantages 
are that they train slowly and require a large amount of 
training data, which is typically three times more training 
samples than network weights. On the other hand, Radial 
Basis Function (RBF) networks are nonlinear hybrid 
networks, typically containing a single hidden layer of 
processing elements (PEs). This layer uses Gaussian 
transfer functions, rather than the standard sigmoid 
functions employed by the MLPs. The centers and widths of 
the Gaussians are set by unsupervised learning rules and 
supervised learning is applied to the output layer. Thus, 
these networks tend to learn much faster than MLPs. If a 
generalized regression (GRNN) or probabilistic (PNN) net 
is chosen, all the weights of the network are calculated 
analytically. In this case, the number of cluster centers is by 
definition equal to the number of exemplars, and they are all 
set to the same variance.  
In this paper, a neural network based algorithm is presented, 
assisted with fuzzy logic rules to detect human faces in 
color images. The proposed classifier belongs to the RDF 
networks and, in particular, to the Probabilistic Neural 
Networks, since these networks excel in case the number of 
the training exemplars is quite small or so much dispersed 
that clustering is ill defined [3]. Moreover, training a neural 
network for the face detection task is challenging due to the 
difficulty of the problem, the diversity of the illumination 

 

 A Probabilistic Neural Network for Human 
Face Identification based on Fuzzy Logic 

Chromatic Rules 
Anagnostopoulos I., Student Member IEEE, Anagnostopoulos C., Student Member IEEE, Vergados D., Member 

IEEE, Loumos V., Member IEEE and Kayafas E., Member IEEE 



conditions and the variety of positions of the face in the 
image. Unlike face recognition, where the classes to be 
discriminated are different faces, the two classes assigned in 
face detection are “images with faces” and “images without 
faces”.  
In the following section the Fuzzy Logic rules (FL rules) 
applied for skin color discrimination are presented, and the 
technical details are briefly discussed. 

II. THE FUZZY LOGIC RULES 
 
The color of human skin is distinctive from the color of 
many other objects and, therefore, the statistical 
measurements of this attribute are of great importance for 
face detection [4], [5]. Evaluating the skin tone statistics, it 
is expected that the face color tones will be distributed over 
a discriminate space in the RGB color plane.  So, the first 
step of the proposed system is the location of potential skin 
areas in the image, using RGB color information. Many 
approaches in the literature used similar detection 
procedures, either based on the RGB, chrominance (CbCr) 
[6] or Hue and Saturation (HSV) space [7].   
The basic concept in fuzzy logic, which plays a significant 
role in most of its applications, is that of a fuzzy if-then rule 
or, simply, the fuzzy rule. In the proposed schema, the skin-
masking algorithm presented in [8], is partially used along 
with RGB cluster groups that represent skin color extracted 
from experimental tests in a large database of human face 
images. The above measurements and the skin-masking 
algorithm, formed the basis for the definition of the fuzzy 
logic rules. The aforementioned if-then rule statements are 
used to formulate the conditional statements that comprise 
the fuzzy logic-based skin color detector.  
A basic rule, of significant importance to the application of 
the proposed system, is resulted from the experimental in 
[9]. In this method, the chromatic field YCbCr is used, since 
it was proved to be more representative for the choice of 
regions that suit human skin [10,][11], [12], [13], [14].     
In the YCbCr field, the brightness (luminosity) is stored as a 
simple element (Y) and the value of chrominance as two 
different elements (Cb and Cr).  The values Cb and Cr 
represent the difference between light blue and the current 
calculated value, as well as the difference between red and 
the current calculated value, respectively. The following 
equations perform the transformation in the RGB field. 
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Through the application of Fuzzy Logic rules, the proposed 
system decides whether a specified window in the inspected 
image contains a potential skin region. However, a skin 
region does not represent always a face, and therefore the 
candidate area should be further normalised and checked in 
order to discern whether it represent a face or not. Figure 1, 
presents the chromatic distribution of the human skin area in 
respect to Cb and Cr values.  

 
Figure 1. Human skin chromatic distribution 

 
The fuzzy logic rules applied for skin area discrimination 
are depicted below (R=Red, G=Green, B=Blue). 
1. If R<100 then no skin (shadow) 
2. If  R<G then no skin 
3. If  R<B then no skin 
4. If R/G >1.3 and R/B >1.4 then possible skin 
5. If R/G <1.3 or R/B <1.4 then no skin 
6. If R/G >1.3 and G/B >1.5 then possible skin 
7. If R/G <1.3 or R/B <1.4 then no skin 
8. If 77<G<127 and 133<B<173 then possible skin  
 

 
Figure 2. Definition of the Fuzzy Logic Rules 

 
The first step is to take the inputs and determine the degree 
to which they belong to each of the appropriate fuzzy sets 
through membership functions. Once the inputs have been 
fuzzified, the fuzzy logical operations must be implemented. 
For this application the OR operator was used. The weights 
in every rule were set equal to one and the aggregation 
method for the rules is the maximum value. Finally, the 
defuzzification method is the middle of maximum (the 
average of the maximum value) of the output set.  
The fuzzy rules were successfully applied to a Fuzzy 
Inference System (FIS), using the Fuzzy Logic Toolbox of 
Matlab 5.2 by MathWorks Inc. The inputs of the FIS are the 
RGB values of the tested image. It is evident that, as the 
size of the inspected image grows, the processing time 



increases. In a Pentium IV at 1.5 MHz with 512 MB RAM, 
the required time for skin area detection varied from 2 to 7 
seconds. A screenshot of the application is shown in Figure 
2. Input and output images are presented in Figures 2 and 3 
respectively. Figure 3 depicts the possible skin areas 
according to the defined Fuzzy Logic Rules. The following 
section, describes analytically the proposed image 
processing operations used in order to define the Region of 
Interest (RoI) of possible skin areas in a tested image, as 
well as to extract the input vector of the artificial neural 
network. 
 

 
Figure 3. Input image 

 

 
Figure 4. Output image according the FL rules 

III. IMAGE PROCESSING 
Digital image analysis is the manipulation of information 
within a visual representation of an object or group of 
objects, performed with a computer. Lately, digital image 
analysis is widely used in various industrial applications 
combined with ANNs or with Fuzzy Logic systems that are 
capable of interpreting data generated by this type of image 
processing and drawing useful conclusions. The image-
processing operations proposed here, consist of four distinct 
parts. 
Part 1: Definition of the Region of Interest (RoI) for all the 
possible skin areas. 
During this step, potential skin areas are clustered to form 
the Region of Interest (RoI), roughly describing its shape, 
on the basis of the FL output  (Figure 3). Firstly, every 
image is transformed in gray scale and in the specific size of 
100x100 pixels. The next step consists of two 

morphological operations, which help to eliminate some of 
the noise in the tested image. In particular, simple erosion 
with a 10x10 matrix of ones is performed followed by 
dilation. Further on, the created image is parsed through a 
skeletonisation technique, removing simultaneously all the 
areas that are considered as ‘holes’. As a result of the 
previously described image processing steps, the RoIs of all 
the possible skin areas are depicted in Figure 5. 
 

 
Figure 5. Definition of the RoIs 

Part 2:Transformation of each skin color sub–image to 
gray scale. 
Having defined the RoI in the previous part, the algorithm is 
applied to the initial tested image, merging objects that 
belong to one defect, performing a simple dilation once 
again, with a structural element, which is a 5x5 matrix of 
ones. With this technique, segmented pixels in the same 
neighbourhood, are merged in one region.  All the image 
parts that are included in the defined RoIs, are then 
transformed to gray scale as shown in Figure 6.  
Part 3: Resize all the segmented images to a specific size of 
225x225 pixels.  
Part 4: Division of the segmented images to non-
overlapping sub-images and histogram modification.  
At this point, the 225x225 pixel images are divided into 
non-overlapping sub-images of size 15x15 and the mean 
value for each is calculated, followed by histogram 
equalization, which expands the range of intensities in the 
window [15]. During this procedure, a lower resolution 
image in respect to the RoI is created, forming in parallel a 
descriptor vector that consists of 225 gray scale values from 
0 to 255. Figure 7 presents the input for the proposed neural 
network. The advantages of this operation and the 
architecture of the PNN are explained in detail in the next 
section, along with the experimental results.  
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Figure 6. Extracted images according the defined RoIs 
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 Figure 7. Candidate inputs for classification 

IV. THE PROPOSED PROBABILISTIC NEURAL NETWORK  
The proposed ANN system is trained to identify which 

of the skin regions detected from the FL system represent 
faces. The training set of the ANN consists of a large group 
of images of the size 15x15, representing face regions or 
other skin areas. The idea of this approach was motivated 
by the observation that human faces present a high degree 
of resemblance when they are sampled in low-resolution 
[2]. This is quite natural, since all faces have darker areas, 
which represent the eyes and the mouth. It is undoubtedly 
easier for an ANN to recognize the presence or absence of a 
face, judging from a low quality image. Additionally, the 
numbers of the computational units are significantly smaller 
for a low quality image.     

The ANN is a two layer Probabilistic Neural Network 
with biases and Radial Basis Neurons in the first layer and 
Competitive Neurons in the second one. Probabilistic 
Neural Networks (PNN) are a class of neural networks that 
combine some of the best attributes of statistical pattern 
recognition and feed-forward neural networks [16], [17]. 
PNNs feature very fast training times and produce outputs 
with Bayes posterior probabilities. Compared to 
conventional neural networks, the useful features of PPNs, 
come at the expense of larger memory requirements and 
slower execution speed for prediction of unknown patterns. 
Thus, PNNs can be used for high performance classification 
problems.  
The main difficulty of ANN-based face detection is the 
great diversity of facial skin tones that vary according to 
illumination conditions. For this application the ANN’s 
training set consists of representative face patterns of 
specific size (15x15 pixels) extracted from sample images 
without any restrictions imposed on them. The variety of 
these samples should ensure the successful implementation 
of the Probabilistic Neural Network system, as its 
performance is straightforward and does not depend on 
time-consuming training, like the backpropagation scheme. 
Training a neural network for the face detection task is quite 
challenging due to the difficulty in characterizing 
prototypical “non-face” images. Unlike in face recognition, 
where the classes to be discriminated are different faces, in 
face detection, the two classes to be discriminated are “face 
area” and “non-face area”. Figure 9 depicts a face image as 
it is transformed in a vector form, consisting of 225 gray 

scale values. This transformation is needed in order to be 
recognised and processed by the neural network. 

 

 
Figure 9. The input vector of the PNN 

A sample of 129 frontal view face images was used as 
training set for the class ‘Face’, as well as a large sample of 
296 images corresponding to other correct or erroneously 
detected skin areas, such as hands, legs and other objects. 
Table 1 presents the confusion matrix percentages in terms 
of the learning ability during the training epoch. The 
training set consists of 425 sub-images of size 15x15 in a 
vector form, as these were extracted from 103 color images 
according the proposed image processing steps. In other 
words, the neural network ‘learned’ to identify 128 from the 
129 sub-images corresponding to human faces as well as 
293 from the 296 sub-images corresponding to other skin 
areas and objects.  
The time needed for the completion of one training epoch in 
a Pentium IV at 1.5 MHz with 512 MB RAM, was 22 
seconds. The neural network was implemented in C++ and 
its performance was evaluated afterwards with the help of 
Matlab 6 R12 Neural Network Toolbox. The following 
equations outline the Akaike’s Information Criterion (AIC) 
as well as the Rissanen’s Minimum Description Length 
(MDL) as extracted measurements during the training 
period. 
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where: 
k : number of network weights 
N: number of exemplars in the training set 
MSE: Mean Square Error 
 
AIC measure the tradeoff between training performance and 
network size, while similarly MDL combines the model’s 
error with the number of degrees of freedom for 
determining the level of generalization. Thus, requiring a 
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neural architecture with the best possible generalization 
ability, the minimum achieved values for the problem 
addressed are depicted in table 1. 
Furthermore, the topology of the proposed neural network is 
225-425-2. This means that the PNN has a 225-input vector 
(the 15x15 input image) and a 2-output vector 
corresponding to the decision of the system (whether it is a 
face or not). Finally, the system has 425 nodes in the middle 
layer corresponding to the total training set.  
 

  Face Other skin area – 
object 

Face 99.22% 
(128/129) 

0.88% 
(1/129) 

Other skin area - 
Object 

1.01% 
(3/296) 

98.99% 
(293/296) 

AIC / MDL 190847.24 / 270366.58 
Table 1. The Training Confusion Matrix 

 
The performance of the whole system was tested using 317 
colour images with various illumination conditions 
containing human faces. The pictures were taken with a 
common digital camera, at a resolution of 1280x960 pixels.  
Our sample of 317 colour images contained 482 faces. The 
system implementing the fuzzy logic rules segmented totally 
841 skin areas. However, 30 faces were not selected and 
therefore the performance of this system is 93.77% 
(452/482). Following the fuzzy logic system, the ANN 
received the 841 skin areas and decided that 397 of them 
represent faces. Thus, the performance of the ANN is 
87.83% (397/452). Finally, the overall system performance 
is 82.36%, since 397 from a total of 482 faces were 
identified. All the results are shown analytically in Table 2. 
 

Training Set 
Total color 

images 
Number of 

faces 
Skin areas - Other objects 

103 129 296 
Testing Set 

Total images Number of faces 
317 482 

FL rules 
1) Segmente
d areas 

841 452 faces + 
389 possible skin areas 

2) FL Rules 
performance 

452/482 93.77% 

Artificial Neural Network (ANN) 
Faces 397  

No faces 444  
ANN 

Performance 
397/452 87.83% 

3) Total 
System 
Performance 

397/482 82.36% 

Table 2. Performance measurements of the proposed 
system 

V. CONCLUSIONS 
This paper presents in detail the application of Fuzzy Logic 
rules along with the necessary image processing procedures. 
The anticipated outcome is to properly feed a neural 
network, which targets to identify the presence of human 
faces in color images. The necessary steps are described in 
order to emphasise the correlation between the fuzzy rules 
and the image processing.  A cooperation of two different 
kinds of intelligent information retrieval systems outlines 
the basis of a system, which ensures high performance in 
human frontal face detection. Despite the limitations 
confronted in terms of different image illumination 
conditions, the method is effective enough if the 
implemented architecture would not require fast operation. 
Thus, it could be easily serve as a front part of a face 
recognition system, where the falsely detected faces could 
be eliminated using correspondence to a database of already 
known faces. An other possible and interesting extension is 
the expansion of the Neural Network ability to recognize 
faces in different angle positions and not only frontal or 
slightly rotated as it is taken under consideration in this 
paper.  Furthermore the proposed application could possibly 
encapsulate geometric techniques for highlighting human 
face features, not only for face detection but for face 
recognition as well.  
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