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Solutions of Stochastic Linear Distributed
Parameter Equations with Multiplicative Fractional

Gaussian Noise
T. E. Duncan, B. Maslowski, and B. Pasik-Duncan†

Abstract— In this paper explicit solutions are given for a
family of stochastic linear distributed parameter equations
with a multiplicative fractional Gaussian noise. The solu-
tions can be strong, weak or mild depending on the partic-
ular assumptions on the equation description. A fractional
Gaussian noise is the formal derivative of a fractional Brow-
nian motion which is determined in probability law by its
Hurst parameter. In this paper, the Hurst parameter is
restricted to the interval (1/2, 1). Only a limited num-
ber of results are available for the existence of solutions
of stochastic differential equations with a fractinal Brown-
ian motion. The solutions given here require the use of a
stochastic calculus for a fractional Brownian motion. Some
examples of stochastic partial differential equations with a
fractional Brownian motion are given.

I. Introduction

Stochastic linear distributed parameter equations with
multiplicative noise are an important family of stochas-
tic equations with both theoretical and practical appli-
cations. In this paper, explicit solutions are given for a
family of stochastic linear distributed parameter equations
with a multiplicative fractional Gaussian noise. A frac-
tional Gaussian noise is the formal derivative of a fractional
Brownian motion. The results for existence and unique-
ness of solutions for stochastic differential equations with
a fractional Brownian motion are incomplete, so it is nec-
essary to consider special classes of stochastic differential
equations. A stochastic equation where the diffusion coeffi-
cient is deterministic can be solved from the results for the
corresponding deterministic equation. However, a stochas-
tic equation where the diffusion coefficient is stochastic re-
quires a nontrivial use of stochastic analysis. This analysis
is lacking even for a scalar equation.

For stochastic linear distributed parameter equations,
with multiplicative Brownian motion, Da Prato and
Zabczyk [2] have given explicit solutions. The approach
used here for stochastic linear distributed parameter sys-
tems with multiplicative fractional Brownian motion is mo-
tivated by [2], but the analysis for this case requires addi-
tional methods as contrasted with [2].

Fractional Brownian motion is a family of Gaussian pro-
cesses that appears to have wide applicability to modeling
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physical systems based on the analysis of empirical data.

II. Preliminaries and Results

A standard fractional Brownian motion (βH(t), t ≥ 0)
with Hurst parameter H ∈ (0, 1) is a Gaussian process
with continuous sample paths such that E[βH(t)] = 0 and

E[βH(s)βH(t)] =
1
2
[s2H + t2H − |s− t|2H ]

for s, t ∈ R+. It is clear that for H = 1/2, the process is a
(standard) Brownian motion. In this paper, it is assumed
that H ∈ (1/2, 1). These processes have a long range de-
pendence (e.g., [3]) in addition to a self similarity. The
Hurst parameter H ∈ (1/2, 1) has been estimated from
empirical data from many applications.

To give some perspective on the solutions given in this
paper, consider the following scalar linear equation with
H ∈ (1/2, 1)

dX(t) = aX(t)dt + bX(t)dBH(t) (1)
X(0) = 1,

where a ∈ R and b ∈ R \ {0}. A solution is

X(t) = exp
[
at + bBH(t) − 1

2
b2t2H

]
,

which can be easily verified by an Itô formula for fractional
Brownian motion (e.g., [4]). Furthermore, a multidimen-
sional version of (1) with commuting linear transformations
can also be explicitly solved [3].

For the infinite dimensional (Hilbert space) case of dis-
tributed parameter equations, it is useful to recall the no-
tion of a strongly continuous evolution system [7]. A fam-
ily of bounded linear operators (U(t, s), 0 ≤ s ≤ t ≤ T )
on a separable Hilbert space V is called a strongly con-
tinuous evolution system corresponding to the linear op-
erators (A(t), t ∈ [0, T ]) if U is a strongly continuous
function on 0 ≤ s ≤ t ≤ T , U(t, r)U(r, s) = U(t, s) for
0 ≤ s ≤ r ≤ t ≤ T and the following equalities are satisfied
on suitable domains in V

∂

∂t
U(t, s) = A(t)U(t, s)

∂

∂s
U(t, s) = −U(t, s)A(s).

The stochastic equation considered here is given by

dX(t) = A(t)X(t)dt +
k∑

j=1

BjX(t)dβH
j (t) (2)
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X(0) = x0 ∈ V,

where t ∈ [0, T ], X(t) ∈ V , V is a separable Hilbert space,
(βH

j (t), t ≥ 0, j = 1, . . . , k) is a family of independent,
standard fractional Brownian motions with a fixed Hurst
parameter H ∈ (1/2, 1) defined on a complete probabil-
ity space (Ω,F ,P), (A(t), t ∈ [0, T ]) and (B1, . . . , Bk) are
typically linear, densely defined operators on V .

The following assumptions are used subsequently.
(A1) The family of closed operators (A(t), t ∈ [0, T ]) de-

fined on a common domain D := Dom(A(t)) for
t ∈ [0, T ] generates a strongly continuous evolution
system (U0(t, s), 0 ≤ s ≤ t ≤ T ).

(A2) The linear operators B1, . . . , Bk generate mutu-
ally commuting, strongly continuous groups denoted
S1, . . . , Sk, respectively, which commute with A(t)
for each t ∈ [0, T ] on D. For j,m ∈ {1, . . . , k},
Dom(BjBm) ⊃ D, Dom(A∗(t)) = D∗ for each t ∈
[0, T ], and D∗ ⊂ ⋂k

j,m=1 Dom(B∗
jB

∗
m), where ∗ de-

notes the adjoint.
(A3) The family of linear operators Ã(t) := A(t)−Ht2H−1

×∑k
j=1 B

2
j generates a strongly continuous evolution

system on V and Dom(Ã(t)) = D for each t ∈ [0, T ].
Additionally some more specific conditions on A(t) and

(B1, . . . , Bk) are made that ensure (A1) and (A3). These
conditions are useful in applications to stochastic partial
differential equations (SPDEs) of parabolic type, which are
considered in some subsequent examples.
(H1) For each t ∈ [0, T ], the linear operator A(t) is a closed

densely defined operator in V whose resolvent set
ρ(A(t)) contains the half-plane Reλ ≥ ω0 for some
fixed ω0 ∈ R and

|R(λ,A(t))|L(V) ≤
M

1 + |λ + ω0|
, Reλ ≥ ω0

for some real number M that does not depend on
t ∈ [0, T ].

The condition (H1) implies that A(t) generates an ana-
lytic semigroup [6] for each t ∈ [0, T ] so it can be assumed
by a translation that ω0 = 0.
(H2) For each t ∈ [0, T ], Dom(A(t)) = D = Dom(A)

where A := −A(0) and A(t)A−1 is a Hölder continu-
ous function in L(V), or, equivalently, the following
inequality is satisfied

|A(t) −A(s)|L(D,V) ≤ K|t− s|γ

for s, t ∈ [0, T ], K ∈ R+, and γ ∈ (0, 1].
It is known (e.g., [7], Theorem 5.2.1) that the as-

sumptions (H1) and (H2) imply (A1) and, furthermore,
Range(U0(t, s)) ⊂ D

∣∣∣∣ ∂∂tU0(t, s)
∣∣∣∣
L(V)

= |A(t)U0(t, s)|L(V) ≤
c

t− s
,

0 ≤ s < t ≤ T

|U0(t, s)|L(D) ≤ c.

The following proposition verifies that (H1) and (H2)
imply (A3) under some conditions on (B∗

j , j = 1, . . . , k).

Proposition 1 Let (B2
j , j = 1, . . . , k) be a family of

closed operators such that Dom(B2
j ) ⊃ Dom(Aα) for some

α ∈ (0, 1). If (H1) and (H2) are satisfied, then the family
of operators (Ã(t), t ∈ [0, T ]) with Dom(Ã(t)) = D gener-
ates a strongly continuous evolution system on V , that is,
(A3) is satisfied.

The notions of strong, weak and mild solutions of (2) are
given now.

Definition 1 A B([′, T ]) ⊗F V -valued stochastic process
(X(t), t ∈ [0, T ]) is said to be

(i) a strongly solution of (2) if X(t) ∈ D a.s. P and

X(t) = x0 +
∫ t

0

A(s)X(s)ds

+
k∑

j=1

∫ t

0

BjX(s)dβH
j (s) a.s. P (3)

for t ∈ [0, T ]
(ii) a weak solution of (2) if for each z ∈ D∗

〈X(t), z〉 = 〈x0, z〉 +
∫ t

0

〈X(s), A∗(s)z〉ds

+
k∑

j=1

∫ t

0

〈X(s), B∗
j z〉dβH

j (s) a.s. P (4)

for t ∈ [0, T ]
(iii) a mild solution of (2) if

X(t) = U0(t, s)x0

+
k∑

j=1

∫ t

0

U0(t, s)BjX(s)dβH
j (s) a.s. P (5)

for t ∈ [0, T ].

The definition of the stochastic integrals in (3,4,5) can
be found in [1], [4], [5].

The following theorem is the main result in this paper.
It demonstrates that (A1)–(A3) are sufficient for weak or
strong solutions. Furthermore, the solution is given explic-
itly in terms of the fractional Brownian motions and the
linear operators that characterize the linear equation (2).

Theorem 1 In (A1)–(A3) are satisfied, then there is a
weak solution of (2). Moreover, if x0 ∈ D, then there is
a strong solution. If Bj ∈ L(V), j = 1, . . . , k, then there
is a mild solution. In each of these cases, the solution is
given explicitly as

X(t) =
k∏

j=1

Sj(βH
j (t))U(t, 0)x0 (6)
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for t ∈ [0, T ], where U(·, ·) is the evolution system for Ã.

Two applications of Theorem 1 to stochastic partial dif-
ferential equations are given.

Example II.1 Consider the stochastic parabolic equation
of 2mth order as follows

∂u

∂t
= L(t, ξ)u(t, ξ) + b

dβH

dt
, (t, ξ) ∈ [0, T ] ×D

(7)

u(0, ξ) = x0(ξ), ξ ∈ D
∂α

∂ξα
u(t, ξ) = 0, (t, ξ) ∈ [0, T ] ×D

α is a multi-index, |α| ≤ m− 1,

where m ∈ N, D ⊂ R is a bounded domain of class Cm,
b ∈ R \ {0} and

L(t, ξ) :=
∑

|α|≤2m

aα(t, ξ)Dα.

It is assumed that L is a strongly elliptic operator on
D, uniformly in (t, ξ) ∈ [0, T ] × D̄ and aα(t, ·) ∈ C2m(D̄),
|α| ≤ 2m for each t ∈ [0, T ].

The equation (7) is rewritten in the form

dX(t) = A(t)X(t)dt + BX(t)dβH(t) (8)
X(0) = x0 ∈ V

for t ∈ [0, T ] where V = L2(D), (A(t)u)(ξ) = L(t, ξ)u(ξ),
Dom(A(t)) = D = H2m(D) ∩ H�

′ (D) and B = bI ∈ L(V).
It is assumed that

sup
ξ∈D

|aα(t, ξ) − a(s, ξ)| ≤ L|t− s|γ

for |α| ≤ 2m, s, t ∈ [0, T ] and for some L ∈ R+ and
γ ∈ (0, 1]. The assumptions (H1) and (H2) are satisfied
(e.g., [7], Theorem 3.8.3) and by Proposition 1 the as-
sumptions (A1) and (A3) are satisfied. The assumption
(A2) is trivially satisfied. Note that D∗ = Dom(A∗(t)) =
Dom(A(t)) = D. By Theorem 1, there is a weak and a mild
solution to (8). If x0 ∈ D, then there is a strong solution.

Example II.2 Consider the Cauchy problem

∂u

∂t
=

d∑
i,j=1

aij(t)
∂2u

∂ξi∂ξj
(t, ξ)

+
d∑

i=1

di(t)
∂u

∂ξi
(t, ξ) + c(t)u(t, ξ)

+
d∑

i=1

bi
∂u

∂ξi
(t, ξ)

dβH
1 (t)
dt

+ ru(t, ξ)
dβH

2 (t)
dt

, (t, ξ) ∈ [0, T ] × R (9)

u(0, ξ) = x0(ξ),

where aij , di, c are Hölder continuous functions and bi ∈ R

for i, j ∈ {1, . . . , d}.

Assume that the differential operator

L(t) :=
∑
i,j

aij(t)
∂2

∂ξi∂ξj
+

∑
i

di(t)
∂

∂ξi
+ c(t)I

is uniformly elliptic, that is,
∑
ij

aij(t)vivj ≥ α|v|2,

where α > 0 and v ∈ R.
The equation (9) is rewritten as

dX(t) = A(t)X(t)dt + B1X(t)dβH
1 (t) + B2X(t)dβH

2 (t)
(10)

X(0) = x0 ∈ V,

where V = L2(R), A(t) = L(t), Dom(A(t)) = Dom(A∗(t))
= H2(R), B1 =

∑
i bi(∂/∂ξi), Dom(B1) = H1(R) and B2

= rI.
It is well known that the family of linear operators

(A(t), t ∈ [0, T ]) generates a strongly continuous evolution
system U0(·, ·) on V and (A1) is satisfied (e.g., [7], The-
orem 5.2.1). The operators B1 and B2 generate strongly
continuous groups on V that are given as follows,

[S1(t)x0](ξ) = x0(ξ1 + b1t, . . . , ξd + bdt)

for ξ ∈ R and t ∈ R and

S2(t)x0 = (ertI)x0, t ∈ R,

respectively, so (A2) is clearly satisfied. To verify (A3),
note that Ã(t) with Dom(Ã(t)) = D = H2(R) is a second
order differential operator with time dependent Hölder con-
tinuous coefficients. It is only necessary to ensure that the
operator is uniformly elliptic on [0,T]. The highest order
term of Ã(t) is

L0(t) =


aij(t) −Ht2H−1

d∑
i,j=1

bibj


 ∂2

∂ξi∂ξj

so the ellipticity condition is

d∑
i,j=1

aij(t)vivj > Ht2H−1
d∑

i,j=1

bibjvivj (11)

for t ∈ [0, T ].
If (11) is satisfied, then Theorem 1 can be applied to

obtain a strong solution of (10) if x0 ∈ D = H2(R) or
a weak solution if x0 ∈ V . Note that if (aij(t)) = (aij)
is a constant positive definite matrix then the ellipticity
condition is always satisfied for sufficiently small intervals
[0, T ], but for T sufficiently large (11) is not satisfied. Thus
there is a solution on time intervals [0, T ], with T > 0 but
bounded above to ensure the strong ellipticity (11).
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To elucidate this phenomenon more explicitly, consider
the special case of a one dimensional equation

∂u

∂t
(t, ξ) = a

∂2u

∂ξ2
+ b

∂u

∂ξ

dβH

∂t
(12)

u(0, ξ) = x0(ξ)

for t > 0, ξ ∈ R, where a > 0 and b ∈ R \ {0}. The
ellipticity condition (11) reduces to

a > Ht2H−1b2. (13)

From the preceding analysis, the solution is defined on in-
tervals [0, T ] such that

T < T1 =
( a

b2H

)1/(2H−1)

.

In this case, more can be determined. The solution is given
by

X(t) = S1(βH(t))U(t, 0)x0

for t ∈ [0, T ] where [S1(t)x](ξ) = x(ξ + bt) and U is the
evolution system corresponding to the equation

∂y

∂t
= (a−Ht2H−1b2)

∂2y

∂ξ2

y(0) = x0

U(·, ·) can be computed by a time composition. If S∆ is
the heat semigroup on R, that is,

(S∆x)(ξ) =
∫

R

(4πt)−1/2 exp
[−(ξ − η)2

4t

]
x(η)dη

then

X(t) = S1(βH(t))S∆

(
at− 1

2
b2t2H

)
x0 (14)

which is well defined if at − (1/2)b2t2H ≥ 0, that is, for
t ∈ [0, T2] where

T2 =
(

2a
b2

)1/(2H−1)

.

In fact, the transformed time in the semigroup S∆ initially
increases from zero, but at the time T1 it begins to decrease
so that at T2 it returns to zero. In general, the solution can-
not be extended beyond T2 because the solution may leave
the space V = L2(R) after T2. However, for a suitably cho-
sen initial datum x0 it may be continued. This corresponds
to an ill-posed parabolic problem with reversed time.
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